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#### Abstract

Minimal paths are regarded as a powerful and efficient tool for boundary detection and image segmentation due to its global optimality and the well-established numerical solutions such as fast marching method. In this paper, we introduce a flexible interactive image segmentation model based on the Eikonal partial differential equation (PDE) framework in conjunction with region-based homogeneity enhancement. A key ingredient in the introduced model is the construction of local geodesic metrics, which are capable of integrating anisotropic and asymmetric edge features, implicit region-based homogeneity features and/or curvature regularization. The incorporation of the region-based homogeneity features into the metrics considered relies on an implicit representation of these features, which is one of the contributions of this work. Moreover, we also introduce a way to build simple closed contours as the concatenation of two disjoint open curves. Experimental results prove that the proposed model indeed outperforms state-of-the-art minimal paths-based image segmentation approaches.


Index Terms-Geodesic path, Eikonal equation, asymmetric Finsler metric, region-based homogeneity, interactive image segmentation.

## I. Introduction

Image segmentation is a fundamental task in a great variety of applications arising in the fields of computer vision and medical imaging. The segmentation approaches based on the energy minimization theorems, such as the variational methods or the graph-based methods, have demonstrated their strong capacity of coping with various challenging image segmentation issues. Among them, the interactive segmentation algorithms in conjunction with user intervention and priors are able to provide a reliable and efficient way for separating foreground regions of interest from image domain.

The interventions from user often provide necessary information to initialize the interactive segmentation approaches, or impose effective constraints to encourage reasonable and accurate segmentations. In many segmentation approaches, user interactions can be constructed by loosely drawing scribbles associated to different regions. These scribbles serve as initial seeds for image segmentation. Models relying on a graph-based optimization scheme frequently utilize such an

[^0]interactive fashion as introduced in [1]-[4], for which an image is modeled as a graph collecting a set of nodes and edges. The Voronoi diagram-based segmentation approaches [5]-[7] implement the image domain partitioning through Voronoi regions and the corresponding Voronoi index maps, where the user-provided scribbles serve as the sets of source points for the computation of minimal weighted distances and for the propagation of region labels. In [8], these scribbles were treated as subregions of the image domain, from which statistical models fitting to the image intensity distributions in the target regions are created. This is also the case for the selective segmentation models [9], [10], which exploited user-provided scribbles to extract statistical priors of image features.

Active contour approaches [11] have proven their ability in addressing a wide variety of image segmentation problems. In their basic formulation, the segmentation procedure can be carried out by deforming initial curves driven by suitable gradient flows. These initial curves can be placed close to the targets, thus able to identify specific target regions from complicated backgrounds, especially for these models relying on local image features such as image gradients [11]-[16] and local region-based homogeneity penalization [17], [18]. Thanks to the energy minimization framework, the geometric priors such as Euclidean curve length and the elastica energy can be naturally taken into account for finding favorable segmentations. The interventions created by clicking several points along the boundary of interest often serve as the user input for paths-based interactive image segmentation models. In general, these models usually exploit closed contours to delineate target boundaries, each of which can be sought via a set of relevant piecewise minimal cost paths. Given suitable cost functions for curve arcs, these minimal cost paths can be efficiently tracked either in a discrete setting [19] or in a continuous PDE framework [20].

Shape priors can be naturally incorporated into segmentation models in a energy minimization framework such as active contours [21]-[25], allowing to encourage segmented object regions to satisfy the constraints induced from the given shape priors. In addition, recent segmentation approaches impose that the segmented regions are convex [26]-[29] or star convexity [30]-[32], which are capable of generating promising image segmentation results in many challenging scenarios. The list of the literature reviewed above is obviously not exhaustive and other interesting and efficient image segmentation approaches may include the learning-based models such as [33]-[37]. In the following, we concentrate on the minimal geodesic path approaches under the framework of Eikonal PDEs.


Fig. 1. An example for the illustration of the advantages of the proposed geodesic paths-based segmentation model. (a) An original image, where the red line indicates the ground truth. (b) and (c) Segmentation contours from the edge-based circular geodesic model [38] and the proposed model, respectively

## A. Geodesic Paths-based Image Segmentation Models

The original snakes model [11] invoked a non-intrinsic functional that depends on the parameterization of the evolving curves. The geodesic active contour models [15], [39], [40] remove the dependency on curve parameterization. These geometric approaches made use of weighted curve lengths as energy functionals, which are measured via a type of Riemannian metrics. Contrary to the snakes model [11] using parameterized curves, the curve evolution in these geometric approaches can be implemented in a level set formulation [41]. However, as an important shortcoming, it is difficult for these geometric active contour models to find the global minimum of the corresponding weighted curve length. As a consequence, the image segmentations are sensitive to the initialization. In order to overcome this issue, Cohen and Kimmel [20] introduced a minimal geodesic model based on the Eikonal PDE framework, where a globally minimizing curve is a geodesic path associated to a Riemannian metric.

The minimal geodesic models [42] are quite efficient for image segmentation applications, due to the well-studied numerical schemes such as the Fast marching method, and the global optimality. Along this research line, most of the relevant approaches [43]-[45] attempted to construct simple and closed contours leveraging geodesic paths. Cohen and Kimmel introduced a saddle points detection approach for image segmentation [20]. The initialization is a single point located in the boundary of interest, from which a closed contour can be generated to describe the target boundary. This saddle point detection method was then adopted by [45], [46] for interactive image segmentation in conjunction with a set of prescribed points at the target boundary. However, the geodesic paths in these models rely only on the edge-based features by essence, despite the use of region-based homogeneity terms for finding the final segmentations. This issue is addressed in [47], [48], where a Randers minimal path model was exploited as a solution to the region-based active contour problems. Unfortunately, this model does not take into account curvature regularization when computing minimal paths.

Instead of placing source points at the target boundary, the circular geodesic model [38] exploits a fixed point inside
the target region as initialization to set up the segmentation algorithm. However, neither the region-based terms nor the curvature regularization were exploited for segmentation. A simple closed geodesic path is extracted in conjunction of a particular cut placed in the image domain. In this paper, we propose a new geodesic paths-based image segmentation model relying on a dual-cut scheme. The proposed model differs to the original circular geodesic model [38] mainly at the construction of the local geodesic metrics and at the generation of simple closed contours. Specifically, the geodesic metrics considered are able to encode the region-based homogeneity features and priors for image segmentation. As mentioned above, the original circular geodesic model [38] still falls into the edge-only limitation, such that the resulting segmentation curves may fail to capture the whole target region, as illustrated in Fig. 1b. In contrast, one can see that the integration of those beneficial features in the proposed model can overcome such an issue, as depicted in Fig. 1c. In this experiment, Fig. 1a illustrates the original image where the red line indicates the ground truth contour.

## B. Contributions and Paper Structure

The main contributions of this paper are three folder.

- Geodesic metrics implicitly encoding region-based homogeneity features. We introduce a new geodesic metric construction method for minimal path computation with application to interactive image segmentation. The geodesic metrics considered can be decomposed into a scalar-valued function which encodes region-based homogeneity features, and a type of Finsler metrics which involve either the asymmetric image gradient features or the curvature regularization.
- Dual-cut Scheme for closed contour construction. Inspired by the circular geodesic model [38], we propose a new geodesic paths-based interactive image segmentation model relying on a point that is located inside the target region. The final segmentation contours are generated by the concatenation of two disjoint paths derived from a new dual-cut scheme.
- Flexible implementation of user intervention. We show that the scribbles provided by the user can be easily incorporated into the proposed segmentation method. These scribbles are regarded as barriers to prevent the geodesic paths from crossing over unexpected positions, allowing a flexible implementation of the proposed model for efficient interactive image segmentation.
The remaining of this paper is organized as follows. In Section II, we introduce the background on a generic minimal geodesic model and on the computation of image features. The main contributions are presented in Sections III and IV. Specifically, Section III introduces a new metric construction method which integrates with image edge-based features, implicit region-based homogeneity features and/or the curvature regularization term. Moreover, Section IV presents a dual-cut scheme for the extraction of simple closed curves. Experimental results and conclusion are presented in Sections V and VI, respectively.


## II. BackGround

## A. Minimal Paths

Tracking continuous curves to depict interesting image features is a fundamental problem posed in the field of image analysis. Cohen and Kimmel introduced [20] an elegant minimal path solution to that problem based on the Eikonal PDE framework, yielding a broad variety of successful applications.

Let $\mathbb{M} \subset \mathbb{R}^{n}$ be an open and bounded domain of dimension $n=2,3$. Basically, a core ingredient for minimal path models is the energy for a curve $\gamma$, defined as the weighed curve length of $\gamma$ associated to a geodesic metric $\mathcal{F}: \mathbb{M} \times \mathbb{R}^{n} \rightarrow \mathbb{R}_{0}^{+}$. At each fixed point $\mathbf{x} \in \mathbb{M}$, the metric can be denoted by $\mathcal{F}(\mathbf{x}, \mathbf{u})=F_{\mathbf{x}}(\mathbf{u})$, where $F_{\mathbf{x}}(\mathbf{u})$ is a 1-homogeneous and convex function. In the original minimal path model [20], the weighted length of a curve is measured by isotropic Riemannian metrics, which are independent to the curve tangents $\gamma^{\prime}$ (i.e. the first-order derivative of $\gamma$ ). In general, a Finsler metric $\mathcal{F}(\mathbf{x}, \mathbf{u})$ is allowed to be asymmetric and anisotropic with respect to its second argument at some point $\mathbf{x} \in \mathbb{M}$ [49]. Typical examples of Finsler metric may involve the Randers metrics [47], [50], [51] and the asymmetric quadratic metrics [52]-[54].

The weighted curve length of a Lipschitz continuous curve $\gamma:[0,1] \rightarrow \mathbb{M}$, measured using a general Finsler metric $\mathcal{F}$, can be formulated by

$$
\begin{equation*}
\mathcal{L}_{\mathcal{F}}(\gamma):=\int_{0}^{1} \mathcal{F}\left(\gamma(u), \gamma^{\prime}(u)\right) d u \tag{1}
\end{equation*}
$$

Given a fixed source point $s \in \mathbb{M}$, globally minimizing the weighted curve length (1) between $s$ and an arbitrary target point $\mathbf{x} \in \mathbb{M}$ yields a geodesic distance map $\mathcal{U}_{\mathbf{s}}: \mathbb{M} \rightarrow \mathbb{R}_{0}^{+}$

$$
\begin{equation*}
\mathcal{U}_{\mathbf{s}}(\mathbf{x})=\inf _{\gamma \in \operatorname{Lip}([0,1], \mathbb{M})}\left\{\mathcal{L}_{\mathcal{F}}(\gamma) ; \gamma(0)=\mathbf{s}, \gamma(1)=\mathbf{x}\right\} \tag{2}
\end{equation*}
$$

where $\operatorname{Lip}([0,1], \mathbb{M})$ is the set of all Lipschitz curves $\gamma$ : $[0,1] \rightarrow \mathbb{M}$. A geodesic path linking from the source point $\mathbf{s}$ to a target point $\mathbf{x}$ is a globally minimizing curve $\mathcal{G}_{\mathbf{s}, \mathbf{x}} \in$ $\operatorname{Lip}([0,1], \mathbb{M})$ such that its weighted curve length is equivalent to the geodesic distance $\mathcal{U}_{\mathbf{s}}(\mathbf{x})$, i.e.

$$
\begin{equation*}
\mathcal{G}_{\mathbf{s}, \mathbf{x}}=\underset{\gamma \in \operatorname{Lip}([0,1], \mathbb{M})}{\arg \min }\left\{\mathcal{L}_{\mathcal{F}}(\gamma) ; \gamma(0)=\mathbf{s}, \gamma(1)=\mathbf{x}\right\} \tag{3}
\end{equation*}
$$

The geodesic distance map $\mathcal{U}_{\mathrm{s}}$ associated to a Finsler metric $\mathcal{F}$ admits the unique viscosity solution to a generalized Eikonal PDE, or a static Hamilton-Jacobi PDE [55], which reads

$$
\left\{\begin{array}{l}
\sup _{\mathbf{v} \neq \mathbf{0}} \frac{\left\langle\nabla \mathcal{U}_{\mathbf{s}}(\mathbf{x}), \mathbf{v}\right\rangle}{\mathcal{F}(\mathbf{x}, \mathbf{v})}=1, \forall \mathbf{x} \in \Omega \backslash\{\mathbf{s}\}  \tag{4}\\
\mathcal{U}_{\mathbf{s}}(\mathbf{s})=0
\end{array}\right.
$$

where $\left\langle\mathbf{u}_{1}, \mathbf{u}_{2}\right\rangle=\mathbf{u}_{1}^{T} \mathbf{u}_{2}$ denotes the standard Euclidean scalar product of two vectors $\mathbf{u}_{1}, \mathbf{u}_{2} \in \mathbb{R}^{n}$.

Tracing a geodesic path $\mathcal{G}_{\mathbf{s}, \mathbf{x}}$, as defined in Eq. (3), can be implemented by re-parameterizing the solution $\mathcal{G}$ to a gradient descent ordinary differential equation (ODE) such that $\mathcal{G}(0)=$ $\mathbf{x}$, and for $u>0$

$$
\begin{equation*}
\mathcal{G}^{\prime}(u)=-\underset{\|\mathbf{v}\|=1}{\arg \max } \frac{\left\langle\nabla \mathcal{U}_{\mathbf{s}}(\mathcal{G}(u)), \mathbf{v}\right\rangle}{\mathcal{F}(\mathcal{G}(u), \mathbf{v})} \tag{5}
\end{equation*}
$$

The back-tracking procedure (5) will be terminated once the source point $s$ is reached. Numerically, the gradient descent ODE can be solved by the efficient scheme proposed in [56].

In the remaining of this paper, we explore two types of Finsler geodesic metrics to deal with the 2D image segmentation problem, as introduced in Sections III-C and III-D. The first type of considered metrics is constructed using image features only. In this case, one has $\mathbb{M}:=\Omega$, where $\Omega \subset \mathbb{R}^{2}$ stands for an open and bounded image domain. The second type of metrics invokes a tool of orientation lifting to to track curvature-regularized geodesic paths. Accordingly, these geodesics paths are established over an orientation-lifted space $\mathbb{M}:=\Omega \times \mathbb{S}^{1}$, where $\mathbb{S}^{1}:=\mathbb{R} \backslash(2 \pi \mathbb{Z})$ denotes the orientation space with a periodic boundary condition.

## B. Region-based Active Contour Models

The region-based active contour models [57]-[60] implement the image segmentation by minimizing an energy functional $\Psi$ with respect to closed curves $\mathcal{C}:[0,1] \rightarrow \Omega$

$$
\begin{equation*}
\Psi(\mathcal{C})=\mathcal{E}(\mathcal{C})+\eta \mathcal{L}(\mathcal{C}) \tag{6}
\end{equation*}
$$

where $\eta \in \mathbb{R}^{+}$is a parameter that controls the relative importance between the region-based term $\mathcal{E}$ and the regularization term $\mathcal{L}$. Specifically, the term $\mathcal{L}(\mathcal{C})$ can be set as either the Euclidean curve length of $\mathcal{C}$ or as the weighted curve length (1). The region-based homogeneity penalization is encoded in the term $\mathcal{E}(\mathcal{C})$, where typical examples may include the region competition models [57], [59], the pairwise similarity models [61], [62] and the Bhattacharyya coefficientbased model [63].

In the context of two-phase segmentation, the curve $\mathcal{C}$ partitions the image domain $\Omega$ into two regions $R$ and $\Omega \backslash R$, where we assume $R$ is enclosed by $\mathcal{C}$. In the following, $R$ is also referred to as a shape. We take the piecewise constants model [57], [64] as an instance, for which the corresponding regional term $\mathcal{E}$ reads as

$$
\begin{equation*}
\mathcal{E}(\mathcal{C})=\int_{R}\left\|I(\mathbf{x})-\mathbf{c}_{1}\right\|^{2} d \mathbf{x}+\int_{\Omega \backslash R}\left\|I(\mathbf{x})-\mathbf{c}_{2}\right\|^{2} d \mathbf{x} \tag{7}
\end{equation*}
$$

where $I: \Omega \rightarrow \mathbb{R}^{m}$ is an image, with $m=1$ and $m=3$ corresponding to gray level images and color images, respectively. The scalar value $\mathbf{c}_{1}=\left(c_{1,1}, \cdots, c_{m, 1}\right)$ (resp. $\left.\mathbf{c}_{2}=\left(c_{1,2}, \cdots, c_{m, 2}\right)\right)$ stands for the mean intensities of the corresponding channel of $I$ within the subregion $R$ (resp. the subregion $\Omega \backslash R$ ), i.e.,

$$
\begin{equation*}
c_{k, 1}:=\frac{\int_{R} I_{k}(\mathbf{x}) d \mathbf{x}}{\int_{R} d \mathbf{x}}, \quad c_{k, 2}:=\frac{\int_{\Omega \backslash R} I_{k}(\mathbf{x}) d \mathbf{x}}{\int_{\Omega \backslash R} d \mathbf{x}} \tag{8}
\end{equation*}
$$

for $k=1, \cdots, m$.

## C. Edge-based Features from Image Gradients

The extraction of image edge appearance and anisotropy features very often relies on the image gradients. We adopt the model introduced in [65] for the computation of the gradients of a color image $I=\left(I_{1}, I_{2}, I_{3}\right)$. This is implemented by invoking the Jacobian matrices of the smoothed image $G_{\sigma} * I$,
where $G_{\sigma}$ is a Gaussian kernel of standard derivation $\sigma$ and where ' $*$ ' stands for the convolution operator. As in [65], we first build a Jacobian matrix $\mathcal{J}(\mathbf{x})=\left(\nabla G_{\sigma} * I\right)(\mathbf{x})$ of size $2 \times$ 3 , which is comprised of the smoothed $x$-derivatives $\partial_{x} G_{\sigma} * I_{i}$ and $y$-derivatives $\partial_{y} G_{\sigma} * I_{i}$ for $i=1,2,3$.

1) Edge Appearance Features: Based on the Jacobian matrices $\mathcal{J}$, the image edge appearance features can be carried out by the Frobenius norms of $\mathcal{J}$, which reads

$$
\begin{equation*}
\tilde{g}(\mathbf{x})=\left(\sum_{i}^{3}\left\|\left(\nabla G_{\sigma} * I_{i}\right)(\mathbf{x})\right\|^{2}\right)^{1 / 2} \tag{9}
\end{equation*}
$$

In practice, we normalize the values of the scalar-valued function $\tilde{g}$ to the range $[0,1]$ by defining

$$
\begin{equation*}
g(\mathbf{x})=\frac{\tilde{g}(\mathbf{x})}{\sup _{\mathbf{y} \in \Omega}\|\tilde{g}(\mathbf{y})\|}, \quad \forall \mathbf{x} \in \Omega \tag{10}
\end{equation*}
$$

2) Edge Anisotropic Features: Let $\mathbb{S}_{2}^{+}$stand for the set collecting all positive definite symmetric tensors of size $2 \times 2$. In order to compute the edge anisotropy features, we take into account a tensor field $\mathcal{W} \in \mathbb{S}_{2}^{+}$which can be expressed as [65]

$$
\begin{equation*}
\mathcal{W}(\mathbf{x})=\mathcal{J}(\mathbf{x}) \mathcal{J}(\mathbf{x})^{T}+\mathrm{I}_{\mathrm{d}} \tag{11}
\end{equation*}
$$

where $I_{d}$ is the identity of size $2 \times 2$. The edge anisotropic features are encoded in the matrices $\mathcal{W}(\mathbf{x})$.

Notice that for a gray level image $I: \Omega \rightarrow \mathbb{R}$, one has $\mathcal{J}(\mathbf{x})=\left(\partial_{x} G_{\sigma} * I, \partial_{y} G_{\sigma} * I\right)^{T}$, and the corresponding tensor $\mathcal{W}(\mathbf{x})$ can be still computed using Eq. (11).

## III. Geodesic Paths with Implicit Region-based Homogeneity Enhancement

The core contributions of this paper lie at the introduction of a new minimal geodesic model for efficient interactive image segmentation. Basically, the proposed model is mainly comprised of two ingredients: (i) the computation of local geodesic metrics encoding image features and/or curvature regularization, and (ii) the construction of simple closed curves made up of geodesic paths. Both of them require a point $\mathbf{z} \in \Omega$ to provide reliable user intervention such that the point $\mathbf{z}$, referred to as a landmark point, is supposed to be placed inside the target region.

In this section, we focus on the computation of local geodesic metrics which implicitly encode the region-based homogeneity features. In the context of image segmentation, image gradients involving both edge appearance and anisotropy features are very often implemented to define object boundaries. However, exploiting only image gradients for building metrics is usually insufficient to find favorable segmentation results in many complex scenarios, as illustrated in Fig. 1. In order to address this issue, we consider a geodesic metric $Q_{z}$ associated to the landmark point $\mathbf{z}$, which can be expressed as

$$
\begin{equation*}
\mathcal{Q}_{\mathbf{z}}(\mathbf{x}, \mathbf{u}):=\psi_{\mathbf{z}}(\mathbf{x}) \mathcal{F}(\mathbf{x}, \mathbf{u}), \tag{12}
\end{equation*}
$$

where $\psi_{\mathbf{z}}: \Omega \rightarrow \mathbb{R}^{+}$is a scalar-valued weighted function that encodes the region-based homogeneity information. The second term $\mathcal{F}$ in the right side of Eq. (12) is a Finsler metric.

Moreover, the metric $\mathcal{F}$ allows to incorporate the curvaturedependent length terms as regularization. The construction for $\mathcal{F}$ will be detailed in Sections III-C and III-D.

## A. Extracting Implicit Region-based Homogeneity Features

In a great variety of region-based active contour models, the motion of planar closed curves $\mathcal{C}:[0,1] \rightarrow \Omega$ satisfies the following evolution equation

$$
\begin{equation*}
\frac{\partial \mathcal{C}(u)}{\partial t}=\xi(\mathcal{C}(u)) \mathcal{N}(u) \tag{13}
\end{equation*}
$$

where $\mathcal{N}$ is the inward unit normal to $\mathcal{C}$ and $\xi: \Omega \rightarrow \mathbb{R}$ is a velocity function. As discussed in the literature [59], [66], the flow (13) can be exploited to minimize a region-based energy functional of a form

$$
\begin{equation*}
E(\mathcal{C})=\int_{R} \xi(\mathbf{x}) d \mathbf{x}=\int_{\Omega} \xi(\mathbf{x}) \chi_{R}(\mathbf{x}) d \mathbf{x} \tag{14}
\end{equation*}
$$

where $R \subset \Omega$ is the interior region of $\mathcal{C}$ and $\chi_{R}: \Omega \rightarrow\{0,1\}$ stands for the characteristic function of $R$. The velocity $\xi$ can be chosen as the $L^{1}$ shape gradient of a region-based functional at $\chi_{R_{0}}$, where $R_{0} \subset \Omega$ is referred to as the initial shape. We refer to [67] for more details on the $L^{1}$ shape gradient. Notice that $R_{0}$ is supposed to contain the point $\mathbf{z}$, which can be built by running a front propagation expanding from $\mathbf{z}$, as described in Section IV-A.
With these definitions, we propose a new method to implicitly represent the region-based homogeneity features carried by the velocity $\xi$. The basic idea is to define a set $\Theta_{\mathbf{z}} \subset \Omega$ which contains the point $\mathbf{z}$ and the initial shape $R_{0}$

$$
\begin{equation*}
\Theta_{\mathbf{z}}:=\left\{\mathbf{x} \in \Theta \cup R_{0} ; \mathbf{x} \text { is connected to } \mathbf{z}\right\} \tag{15}
\end{equation*}
$$

where $\Theta$ consists of all the points $\mathbf{x}$ such that $\xi(\mathbf{x}) \leq 0$, i.e.

$$
\Theta:=\{\mathbf{x} \in \Omega ; \xi(\mathbf{x}) \leq 0\}
$$

From the definition (15), one can see that the points involved in the set $\Theta_{\mathbf{z}}$ are connected to the point $\mathbf{z}$. As a result, this constraint is able to yield more selective user invention. In the following, we denote by $\partial \Theta_{\mathbf{z}}$ the boundary of the set $\Theta_{\mathbf{z}}$, which excludes the boundaries of holes inside $\Theta_{\mathbf{z}}$. In other words, when traveling forward along the boundary $\partial \Theta_{\mathbf{z}}$ with a counter-clockwise direction, the interior of $\Theta_{\mathbf{z}}$ is on the left.
A local minimizer for the functional $E$ in Eq. (14) should satisfy the respective Euler-Lagrange equation $\partial E / \partial \mathcal{C}=$ $-\xi \mathcal{N}=0$. This means that a minimizing curve should pass through the zero-level curve of the velocity $\xi$. Based on this observation, we exploit the boundary $\partial \Theta_{\mathbf{z}}$ for the computation of the weighted function $\psi_{\mathbf{z}}$ used in Eq. (12). In our model, we expect that the geodesic paths associated to the metric $Q_{z}$ formulated in Eq. (12) pass through the regions close to $\partial \Theta_{\mathbf{z}}$. This can be done by choosing $\psi_{\mathbf{z}}$ such that it takes low values around the boundary $\partial \Theta_{\mathbf{z}}$ and high values, otherwise. Toward this purpose, we define a Euclidean distance map $\mathcal{D}: \Omega \rightarrow \mathbb{R}_{0}^{+}$ with respect to the boundaries $\partial \Theta_{\mathbf{z}}$

$$
\begin{equation*}
\mathcal{D}(\mathbf{x})=\min _{\mathbf{y} \in \partial \Theta_{\mathbf{z}}}\|\mathbf{x}-\mathbf{y}\| . \tag{16}
\end{equation*}
$$



Fig. 2. Examples for image edge-based features. (a) The original image. (b) Visualization for the appearance features $g$. (c) Visualization for the vector field $\omega$ using the tool of color coding. (d) The geodesic distances superimposed on the original image. The red and blue dots respectively denote the source and end points. The white line indicates the corresponding geodesic path

Basically, the values of $\psi_{\mathbf{z}}(\mathbf{x})$ should be positively correlated to the Euclidean distance value $\mathcal{D}(\mathbf{x})$. In practice, one can set $\psi_{\mathbf{z}}(\mathbf{z})=\infty$ and for any point $\mathbf{x} \in \Omega \backslash\{\mathbf{z}\}$

$$
\begin{equation*}
\psi_{\mathbf{z}}(\mathbf{x})=f(\|\mathbf{x}-\mathbf{z}\|) \exp (\mu \mathcal{D}(\mathbf{x})) \tag{17}
\end{equation*}
$$

where $\mu \in \mathbb{R}^{+}$is a constant, and $f(a)$ is a decreasing function for $a \in \mathbb{R}^{+}$so as to prevent the geodesic curves from shrinking to $\mathbf{z}$. As in [38], we make use of $f(a)=a^{-1}$ in the experiments.

Note that the set $\Theta_{\mathbf{z}}$ was also considered in [9] to incorporate user intervention into the computation of the velocity $\xi$, where the image segmentation was implemented by a convex relaxation framework. However, neither the asymmetric edgebased features nor the curvature regularization term were considered in [9]. In contrast, these effective features can be naturally involved in the geodesic metrics considered, as introduced in the following sections.

## B. Computation for the Shape Gradients

The computation for the velocity $\xi$ relies on the $L^{1}$ shape gradient of a differentiable functional $\tilde{\mathcal{E}}: L^{1}(\Omega, \mathbb{R}) \rightarrow \mathbb{R}$. For any admissible perturbation $\delta \varrho \in L^{1}(\Omega, \mathbb{R})$, we can express $\tilde{\mathcal{E}}(\varrho)$ as follows

$$
\begin{equation*}
\tilde{\mathcal{E}}(\varrho+\delta \varrho)=\tilde{\mathcal{E}}(\varrho)+\int_{\Omega} \delta \varrho(\mathbf{x}) \xi(\mathbf{x}) d \mathbf{x}+o\left(\|\delta \varrho\|_{L^{1}}\right) \tag{18}
\end{equation*}
$$

where $\xi \in L^{\infty}(\Omega, \mathbb{R})$ is the shape gradient of $\tilde{\mathcal{E}}$ at $\varrho$. It can be generated through the Gâteaux derivative of $\tilde{\mathcal{E}}$

$$
\begin{equation*}
\int_{\Omega} \xi(\mathbf{x}) f(\mathbf{x}) d \mathbf{x}=\lim _{a \rightarrow 0} \frac{\tilde{\mathcal{E}}(\varrho+a f)-\tilde{\mathcal{E}}(\varrho)}{a} \tag{19}
\end{equation*}
$$

As in [67], for a given shape $R_{0}$ and an arbitrary shape $R$ that is close to $R_{0}$, one can choose $\varrho=\chi_{R_{0}}$ and $\delta \varrho=\chi_{R}-\chi_{R_{0}}$ such that the second term in the right-hand side of Eq. (18) can be expressed as

$$
\begin{equation*}
\int_{\Omega} \delta \varrho \xi d \mathbf{x}=\int_{\Omega} \xi \chi_{R} d \mathbf{x}-\int_{\Omega} \xi \chi_{R_{0}} d \mathbf{x} \tag{20}
\end{equation*}
$$

The first term $\int_{\Omega} \xi \chi_{R} d \mathbf{x}$ of Eq. (20) is identical to the righthand side of Eq. (14), where the velocity $\xi$ is associated to the given shape $R_{0}$.

We take the piecewise constants-based functional (7) as an example for the computation of the velocity $\xi$. In this case, one can set $\tilde{\mathcal{E}}\left(\chi_{R}\right)=\mathcal{E}(\mathcal{C})$ such that

$$
\tilde{\mathcal{E}}\left(\chi_{R}\right)=\int_{\Omega}\left(\chi_{R}\left\|I-\mathbf{c}_{1}\right\|^{2}+\left(1-\chi_{R}\right)\left\|I-\mathbf{c}_{2}\right\|^{2}\right) d \mathbf{x}
$$

For a given shape $R_{0}$, the velocity $\xi(\mathbf{x})$ at $\chi_{R_{0}}$ can be computed by Eq. (19) as follows

$$
\xi(\mathbf{x})=\left\|I(\mathbf{x})-\mathbf{c}_{1}\right\|^{2}-\left\|I(\mathbf{x})-\mathbf{c}_{2}\right\|^{2}
$$

where $\mathbf{c}_{1}$ and $\mathbf{c}_{2}$ are estimated using Eq. (8) associated to $R_{0}$.

## C. Metrics for Anisotropic and Asymmetric Geodesic Curves

In geodesic paths-based image segmentation, most of existing approaches usually utilize a type of Riemannian metrics based on the edge-based features [38], [44], [45]. In order to take image edge asymmetry features into consideration, we make use of a Finsler metric with an asymmetric quadratic form [52], [53]. Let $\mathbb{S}_{2}^{+}$be a set collecting all the positive definite symmetric matrices of size $2 \times 2$. Basically, the asymmetric quadratic metric $\mathcal{F}:=\mathcal{F}^{\mathrm{AQ}}$ can be formulated by a tensor field $\mathcal{M}: \Omega \rightarrow \mathbb{S}_{2}^{+}$and a vector field $\omega: \Omega \rightarrow \mathbb{R}^{2}$

$$
\begin{equation*}
\mathcal{F}^{\mathrm{AQ}}(\mathbf{x}, \mathbf{u})=\sqrt{\langle\mathbf{u}, \mathcal{M}(\mathbf{x}) \mathbf{u}\rangle+\langle\omega(\mathbf{x}), \mathbf{u}\rangle_{+}^{2}} \tag{21}
\end{equation*}
$$

where $\left\langle\mathbf{u}_{1}, \mathbf{u}_{2}\right\rangle_{+}=\max \left\{0,\left\langle\mathbf{u}_{1}, \mathbf{u}_{2}\right\rangle\right\}$ is the positive part of $\left\langle\mathbf{u}_{1}, \mathbf{u}_{2}\right\rangle$ over $\mathbb{R}^{2}$, and $\left\langle\mathbf{u}_{1}, \mathbf{u}_{2}\right\rangle_{+}^{2}=\left(\left\langle\mathbf{u}_{1}, \mathbf{u}_{2}\right\rangle_{+}\right)^{2}$.

The computation of the tensor field $\mathcal{M}$ and the vector field $\omega$ relies on the the matrices $\mathcal{W}(\mathbf{x})$ (see Eq. (11)), which consists of both the image edge appearance and anisotropy features. For an edge point $\mathbf{x}$, the eigenvector $\vartheta(\mathbf{x}) \in \mathbb{R}^{2}$ of the matrix $\mathcal{W}(\mathbf{x})$ corresponding to the smaller eigenvalue is perpendicular to the edge direction at $\mathbf{x}$. Thus, we can utilize $\vartheta(\mathbf{x})^{\perp}$, the perpendicular vector of $\vartheta(\mathbf{x})$, to characterize the edge anisotropy feature at $\mathbf{x}$. With these definitions, the tensor field $\mathcal{M}$ can be expressed as follows:

$$
\begin{align*}
\mathcal{M}(\mathbf{x})=\exp ( & \alpha g(\mathbf{x})) \vartheta(\mathbf{x})^{\perp} \otimes \vartheta(\mathbf{x})^{\perp} \\
& +\exp (\tilde{\alpha} g(\mathbf{x})) \vartheta(\mathbf{x}) \otimes \vartheta(\mathbf{x}) \tag{22}
\end{align*}
$$

where $\mathbf{u}_{1} \otimes \mathbf{u}_{2}=\mathbf{u}_{1} \mathbf{u}_{2}^{T}, \forall \mathbf{u}_{1}, \mathbf{u}_{2} \in \mathbb{R}^{2}$. The parameters $\alpha, \tilde{\alpha} \in$ $\mathbb{R}$ (s.t. $\tilde{\alpha} \geq \alpha$ ) controls the anisotropy ratio of $\mathcal{M}(\mathbf{x})$. For the sake of simplicity, we set $\tilde{\alpha}=0$ and $\alpha<0$ to generate anisotropic tensors $\mathcal{M}(\mathbf{x})$.

In order to compute the vector field $\omega$, we first consider the gradients of the Gaussian-smoothed images, denoted by $\varpi: \Omega \rightarrow \mathbb{R}^{2}$, expressed as

$$
\begin{equation*}
\varpi(\mathbf{x})=\frac{1}{3} \sum_{k=1}^{3}\left(\nabla G_{\sigma} * I_{k}\right)(\mathbf{x}) \tag{23}
\end{equation*}
$$

Obviously, the edge asymmetry features are carried out by the vector field $\varpi$. At an edge point $\mathbf{x}$, the vector $\varpi(\mathbf{x})$ is perpendicular to the edge tangent at this point. Thus the vector field $\omega$ can be generated using $\varpi$ as follows

$$
\omega(\mathbf{x})= \begin{cases}\lambda \mathbf{M} \varpi(\mathbf{x}) /\|\varpi(\mathbf{x})\|, & \text { if }\|\varpi(\mathbf{x})\| \neq 0  \tag{24}\\ \mathbf{0}, & \text { otherwise }\end{cases}
$$

where M is a counter-clockwise rotation matrix with rotation angle $\pi / 2$ and where $\lambda \in \mathbb{R}$ is a scalar parameter. Let $\tilde{\mathcal{C}}$ be a closed curve defined over $[0,1]$ that parameterizes the target boundary in a counter-clockwise order ${ }^{1}$. The sign of the parameter $\lambda$ is chosen being such that the scalar products $\left\langle\tilde{\mathcal{C}}^{\prime}(u), \omega(\tilde{\mathcal{C}}(u))\right\rangle<0, \forall u \in[0,1]$, are satisfied as much as possible. As a consequence, the metric $\mathcal{F}^{\mathrm{AQ}}$ is suitable for handling images satisfying a coherence prior on image gradients, which can be formulated as: the scalar products $\langle\varpi(\tilde{\mathcal{C}}(u)), \mathcal{N}(u)\rangle$ along most parts of $\tilde{\mathcal{C}}$ have the identical sign [40], [48], [68], where $\mathcal{N}(u)$ is the unit normal to $\tilde{\mathcal{C}}(u)$.

In Fig. 2c, we illustrate an example for the visualization of the vector field $\varpi$ using the tool of color coding. The edge appearance feature map carried out by the function $g$ defined in Eq. (10) is shown in Fig. 2b. In Fig. 2d, we illustrate the geodesic distances associated to the metric $\mathcal{F}^{\mathrm{AQ}}$, which exhibits strongly asymmetric property.
Remark. In many scenarios, the image segmentations can benefit from the prior on the image gradients as stated above. However, in case the prior is not satisfied, one can make use of an anisotropic Riemannian metric as a reduction of $\mathcal{F}^{\mathrm{AQ}}$

$$
\begin{equation*}
\mathcal{F}^{\mathrm{R}}(\mathbf{x}, \mathbf{u})=\sqrt{\langle\mathbf{u}, \mathcal{M}(\mathbf{x}) \mathbf{u}\rangle}, \tag{25}
\end{equation*}
$$

by setting the vector field $\omega \equiv \mathbf{0}$.

## D. Metrics for Curvature-penalized Geodesic Curves

The curvature-regularized minimal path approaches [51], [53], [54] search for globally minimizing paths in an orientation-lifting domain $\mathbb{M}=\Omega \times \mathbb{S}^{1}$. Any point $\tilde{\mathbf{x}}=$ $(\mathbf{x}, \theta) \in \Omega \times \mathbb{S}^{1}$ is made up of a physical position $\mathbf{x} \in \Omega$ and an angular coordinate $\theta \in \mathbb{S}^{1}$. In the proposed model, the component $\mathcal{F}$ of the metric $Q_{\mathbf{z}}$ in Eq. (12) can be a metric with curvature regularization. Examples for curvature-penalized geodesic approaches may involve the Euler-Mumford elastica geodesic model [51] and the Reeds-Shepp forward model [53]. The key idea for both models is to represent the tangent directions of a smooth planar curve $\gamma:[0,1] \rightarrow \Omega$ via an orientation lifting $\varphi:[0,1] \rightarrow \mathbb{S}^{1}$ such that for any $u \in[0,1]$

$$
\begin{equation*}
\gamma^{\prime}(u)=\left\|\gamma^{\prime}(u)\right\| \mathbf{n}(\varphi(u)) \tag{26}
\end{equation*}
$$

[^1]where $\mathbf{n}(\theta)=(\cos \theta, \sin \theta)^{T}$. Simple calculation yields that the curvature $\kappa:[0,1] \rightarrow \mathbb{R}$ of a curve $\gamma$ can be denoted by the ratio of $\varphi^{\prime}$ and $\left\|\gamma^{\prime}\right\|$, i.e. $\kappa=\varphi^{\prime} /\left\|\gamma^{\prime}\right\|$.

The weighted curve length involving the curvature $\kappa$ along a curve $\tilde{\gamma}=(\gamma, \varphi):[0,1] \rightarrow \Omega \times \mathbb{S}^{1}$ satisfying (26) can be formulated as

$$
\begin{align*}
\mathcal{L}(\tilde{\gamma}) & =\int_{0}^{1} \mathcal{P}(\tilde{\gamma}(u))\left(1+\beta \kappa(u)^{2}\right)^{\varsigma}\left\|\gamma^{\prime}(u)\right\| d u  \tag{27}\\
& =\int_{0}^{1} \mathcal{P}(\tilde{\gamma}(u))\left(1+\frac{\beta \varphi^{\prime}(u)^{2}}{\left\|\gamma^{\prime}(u)\right\|^{2}}\right)^{\varsigma}\left\|\gamma^{\prime}(u)\right\| d u \\
& =\int_{0}^{1} \mathcal{F}\left(\tilde{\gamma}(u), \tilde{\gamma}^{\prime}(u)\right) d u \tag{28}
\end{align*}
$$

where $\mathcal{P}: \Omega \times \mathbb{S}^{1} \rightarrow \mathbb{R}^{+}$is an orientation-dependent function and $\beta \in \mathbb{R}^{+}$is a parameter that weights the importance of the curvature. The metric $\mathcal{F}$ can be expressed for any point $\tilde{\mathbf{x}}=(\mathbf{x}, \theta) \in \Omega \times \mathbb{S}^{1}$ and any vector $\tilde{\mathbf{u}}=(\mathbf{u}, \nu) \in \mathbb{R}^{3}$

$$
\mathcal{F}(\tilde{\mathbf{x}}, \tilde{\mathbf{u}})= \begin{cases}\mathcal{P}(\tilde{\mathbf{x}})\left(1+\frac{\beta \nu^{2}}{\|\mathbf{u}\|^{2}}\right)^{\varsigma}\|\mathbf{u}\|, & \text { if } \mathbf{u}=\mathbf{n}(\theta)\|\mathbf{u}\| \\ \infty, & \text { otherwise }\end{cases}
$$

The metric $\mathcal{F}$ used in Eq. (28) with $\varsigma=1$ and $\varsigma=1 / 2$ respectively corresponds to the Euler-Mumford elastica metric [51] and the Reeds-Shepp forward metric [53]. Finally, the data-driven function $\mathcal{P}$ can be defined as [51]

$$
\begin{equation*}
\mathcal{P}(\mathbf{x}, \theta)=\exp \left(\alpha\left\langle\mathbf{n}(\theta)^{\perp}, \mathcal{W}(\mathbf{x}) \mathbf{n}(\theta)^{\perp}\right\rangle\right), \tag{29}
\end{equation*}
$$

where $\alpha<0$ is a scalar-valued parameter. In this definition, the term $\left\langle\mathbf{n}(\theta)^{\perp}, \mathcal{W}(\mathbf{x}) \mathbf{n}(\theta)^{\perp}\right.$ stands for the orientation score. One can point out that if the vector $\mathbf{n}(\theta)^{\perp}$ is proportional to the edge tangents for edge points $\mathbf{x}$, the values of $\mathcal{P}(\mathbf{x}, \theta)$ are low, satisfying the requirement in image segmentation applications.

## IV. Dual-cut Scheme for Closed Curve Detection

Finding image segmentation under a geodesic framework usually amounts to building simple and closed curves made up of geodesic paths. In this section, we introduce a dualcut scheme, which is an adaption of the circular geodesic model [38], to efficiently solve the interactive image segmentation problems.

In the circular geodesic model, the basic idea is to impose a constraint to the image domain $\Omega$ by means of a cut, where the origin of the domain $\Omega$ is instantiated in the given landmark point $\mathbf{z}$, and the cut is placed infinitesimally beneath the non-negative $x$-axis. Hereinafter we denote by $\ell_{\mathbf{z}}^{+}$the non-negative $x$-axis. The use of the cut adds disconnection constraint between the two sides of the cut, which favours to detect cut-convexity curves [38]. For convenience, we denote by $\Xi_{\mathrm{z}}$ the set collecting all the cut-convexity curves with respect to the given landmark point $\mathbf{z}$ such that

$$
\begin{align*}
\Xi_{\mathbf{z}}:=\{\gamma \in \operatorname{Lip}([0,1], \Omega) ; & \mathbf{z} \in R_{\gamma}, \gamma(0)=\gamma(1) \in \ell_{\mathbf{z}}^{+}, \\
& \left.\gamma(u) \notin \ell_{\mathbf{z}}^{+}, \forall u \in(0,1)\right\}, \tag{30}
\end{align*}
$$

where $R_{\gamma}$ represents the interior region of closed curve $\gamma$. We emphasize that the point $\mathbf{z}$ is not passed by $\gamma$.


Fig. 3. Illustration for the proposed dual-cut scheme. (a) A synthetic image with a red dot denoting the landmark point $\mathbf{z}$. (b) The blue solid line indicates $\ell_{\mathbf{z}}^{+}$, the red line is the geodesic path $\mathcal{G}_{\mathbf{q}}$ obtained in the first step and the yellow dot indicates the sampled point $\mathbf{q}$. (c) The green and yellow dots are the points $\mathbf{a}$ and $\mathbf{b}$. The red line is the $\Gamma_{\mathbf{a}, \mathbf{b}}$ which is a portion of $\mathcal{G}_{\mathbf{q}}$ and the blue line denotes $\ell_{\mathbf{z}}^{-}$. (d) The geodesic path $\mathcal{G}_{\mathbf{b}, \mathbf{a}}$ denoted by red line. (e) The target closed curve $\mathcal{C}$, see text. (f) and (h) The geodesic distance maps superimposed on the original image, which correspond to figures (b) and (d). (g) The region $\Theta$ tagged as white color

## A. Initialization

The generation of an initial shape $R_{0} \subset \Omega$ such that $\mathbf{z} \in R_{0}$ is the first stage of the proposed method. Basically, this shape $R_{0}$ is expected to be covered by the target region as much as possible. Towards this purpose, we choose to construct $R_{0}$ by means of a front propagation procedure expanding from z. Specifically, this can be done by thresholding a geodesic distance map which admits the solution to the following isotropic Eikonal PDE

$$
\begin{equation*}
\left\|\nabla \mathcal{U}_{\mathbf{z}}(\mathbf{x})\right\|=\phi(\mathbf{x}), \quad \forall \mathbf{x} \in \Omega \backslash\{\mathbf{z}\} \tag{31}
\end{equation*}
$$

with boundary condition $\mathcal{U}_{\mathbf{z}}(\mathbf{z})=0$. The function $\phi: \Omega \rightarrow \mathbb{R}^{+}$ is an edge indicator defined by

$$
\begin{equation*}
\phi(\mathbf{x})=\exp (\tau g(\mathbf{x}))-\tau_{\epsilon} \tag{32}
\end{equation*}
$$

where $\tau \in \mathbb{R}^{+}$and $\tau_{\epsilon} \in(0,1)$ are two constants, and $g$ is the magnitude of image gradients as defined in Eq. (10). In our experiments, we fix $\tau=5$ and $\tau_{\epsilon}=0.99$ for all the numerical experiments. Then, the shape $R_{0}$ can be generated by

$$
\begin{equation*}
R_{0}=\left\{\mathbf{x} \in \Omega ; \mathcal{U}_{\mathbf{z}}(\mathbf{x}) \leq T\right\} \tag{33}
\end{equation*}
$$

where $T \in \mathbb{R}^{+}$is a thresholding value. Once the construction of $R_{0}$ is done, we can estimate the shape gradient $\xi$ with respect to $R_{0}$ using Eq. (19).

## B. Dual-cut Scheme for Closed Contour Detection

Suppose that the set $\Theta_{\mathbf{z}}$ has been built by means of Eq. (15). Basically, the proposed dual-cut scheme can be divided into two steps, where the target is to seek a simple closed curve as the concatenation of two disjoint geodesic paths.

1) Step I: In the first step, among all the intersection points between the non-negative $x$-axis $\ell_{\mathbf{z}}^{+}$and the boundary $\partial \Theta_{\mathbf{z}}$, we choose a point $\mathbf{q} \in \ell_{\mathbf{z}}^{+}$that is closest to $\mathbf{z}$ in the sense of Euclidean distance. The goal in this step is to extract a geodesic curve from the set $\Xi_{\mathbf{z}}$. Such a geodesic path can be generated by solving the following minimizing problem

$$
\begin{equation*}
\mathcal{G}_{\mathbf{q}}=\underset{\gamma \in \Xi_{\mathbf{z}}}{\arg \min }\left\{\int_{0}^{1} \mathcal{Q}_{\mathbf{z}}\left(\gamma, \gamma^{\prime}\right) d u ; \gamma(0)=\gamma(1)=\mathbf{q}\right\} \tag{34}
\end{equation*}
$$

We give an example in Fig. 3b for this step using a synthetic image. In this figure, the red and yellow dots respectively indicate the points $\mathbf{z}$ and $\mathbf{q}$, and the cyan line represents $\ell_{\mathbf{z}}^{+}$. By the definition (34), the closed geodesic curve $\mathcal{G}_{\mathbf{q}}$ is allowed to pass through the non-negative $x$-axis only once. As a result, $\mathcal{G}_{\mathbf{q}}$ may fail to delineate the boundary segments which pass through $\ell_{\mathbf{z}}^{+}$multiple times. This can be seen from Fig. 3b, where the boundary segment at the top right corner is missed. In order to overcome this issue, we consider to use the nonpositive $x$-axis, referred to as $\ell_{\mathbf{z}}^{-}$, to tack another geodesic path in order to delineate the boundary segments missed by $\mathcal{G}_{\mathbf{q}}$.
2) Step II: From the first step, we have obtained a simple closed geodesic curve $\mathcal{G}_{\mathbf{q}}$, which intersects with non-positive axis $\ell_{\mathbf{z}}^{-}$at least once. Among these intersection points, we choose the first and the last points, respectively denoted by $\mathcal{G}_{\mathbf{q}}\left(u_{1}\right)=\mathbf{a} \in \ell_{\mathbf{z}}^{-}$and $\mathcal{G}_{\mathbf{q}}\left(u_{2}\right)=\mathbf{b} \in \ell_{\mathbf{z}}^{-}$such that $0<u_{1} \leq$ $u_{2}<1$, in order to track a new geodesic curve.
In case $\mathbf{a} \neq \mathbf{b}$. We denote by $\left.\mathcal{G}_{\mathbf{q}}\right|_{u_{1} \rightarrow u_{2}}$ the portion of the geodesic path $\mathcal{G}_{\mathbf{q}}$ traveling from $\mathbf{a}$ to $\mathbf{b}$, and denote by $\Gamma_{\mathbf{a}, \mathbf{b}}$ the re-parameterization of $\left.\mathcal{G}_{\mathbf{q}}\right|_{u_{1} \rightarrow u_{2}}$ over the range $[0,1]$, i.e.

$$
\begin{equation*}
\Gamma_{\mathbf{a}, \mathbf{b}}(0)=\mathbf{a}, \quad \Gamma_{\mathbf{a}, \mathbf{b}}(1)=\mathbf{b} \tag{35}
\end{equation*}
$$

An example for the path $\Gamma_{\mathbf{a}, \mathbf{b}}$ can be seen from Fig. 3c, indicated by a red line.

Let $A \subset \Omega$ be a set which is regarded as the union of closed regions enclosed by the non-positive $x$-axis $\ell_{\mathbf{z}}^{-}$and $\Gamma_{\mathbf{a}, \mathbf{b}}$, see Fig. 3 g for an example. We expect to seek an open geodesic path $\mathcal{G}_{\mathbf{b}, \mathbf{a}}$, which links $\mathbf{b}$ to $\mathbf{a}$ and is forbidden to pass through $A$. For this purpose, we consider a set of curves

$$
\begin{aligned}
\Upsilon_{\mathbf{z}}=\{\gamma \in \operatorname{Lip}([0,1], \Omega) ; & \gamma(0) \in \ell_{\mathbf{z}}^{-}, \gamma(1) \in \ell_{\mathbf{z}}^{-} \\
& \left.\gamma(u) \notin \ell_{\mathbf{z}}^{-} \cup A, \forall u \in(0,1)\right\}
\end{aligned}
$$

yielding that

$$
\mathcal{G}_{\mathbf{b}, \mathbf{a}}=\underset{\gamma \in \Upsilon_{\mathbf{z}}}{\arg \min }\left\{\int_{0}^{1} \mathcal{Q}_{\mathbf{z}}\left(\gamma, \gamma^{\prime}\right) d u\right\} \text { s.t. }\left\{\begin{array}{l}
\gamma(0)=\mathbf{b}  \tag{36}\\
\gamma(1)=\mathbf{a}
\end{array}\right.
$$

We illustrate an example for such a geodesic path $\mathcal{G}_{\mathbf{b}, \mathbf{a}}$ in Fig. 3d. Similar to the classical geodesic tracking procedure as introduced in Section II-A, the minimization of the problems (34) and (39) can be addressed by estimating geodesic distance maps associated to the respective metrics $Q_{\mathbf{z}}$, implemented via a variant of the fast marching methods [54], [56] in conjunction with $\ell_{\mathbf{z}}^{+}$and $\ell_{\mathbf{z}}^{-}$, see Section IV-D.

Now we can build the target closed curve $\mathcal{C} \in \operatorname{Lip}([0,1], \Omega)$ as the concatenation of two paths $\Gamma_{\mathbf{a}, \mathbf{b}}$ and $\mathcal{G}_{\mathbf{b}, \mathbf{a}}$, i.e.

$$
\begin{equation*}
\mathcal{C}(u)=\left(\Gamma_{\mathbf{a}, \mathbf{b}} \text { ש } \mathcal{G}_{\mathbf{b}, \mathbf{a}}\right)(u), \quad \forall u \in[0,1] \tag{37}
\end{equation*}
$$

where $\mathbb{U}$ is a concatenation operator of two curves $\gamma_{1}$ and $\gamma_{2}:[0,1] \rightarrow \Omega$

$$
\left(\gamma_{1} \uplus \gamma_{2}\right)(u)= \begin{cases}\gamma_{1}(u), & \text { if } u \in[0,1 / 2]  \tag{38}\\ \gamma_{2}(u), & \text { if } u \in[1 / 2,1]\end{cases}
$$

In case $\mathbf{a}=\mathbf{b}$. In particular, if the path $\mathcal{G}_{\mathbf{q}}$ crosses over the non-positive $x$-axis $\ell_{\mathbf{z}}^{-}$just once, then we have $\mathbf{a}=\mathbf{b}$. In this case, the closed set $A=\emptyset$ and the geodesic paths $\mathcal{G}_{\mathbf{b}, \mathbf{a}}$ can be still defined by (39). In this case, the concatenation operator is no longer needed such that the target curve $\mathcal{C}=\mathcal{G}_{\mathbf{b}, \mathbf{a}}$.
Using curvature-penalized geodesic paths. In this section, the geodesic paths are assumed to be defined over the image domain $\mathbb{M}=\Omega$, which are suitable for the case of asymmetric quadratic metrics $\mathcal{F}^{\mathrm{AQ}}$. With respect to the curvaturepenalized geodesic metrics over the domain $\mathbb{M}:=\Omega \times \mathbb{S}^{1}$, the minimization problems (34) and (39) respectively get to be

$$
\begin{equation*}
\tilde{\mathcal{G}}_{\mathbf{q}}=\underset{\substack{\tilde{\gamma}=(\gamma, \varphi) \in \operatorname{Lip}([0, \tilde{\gamma}], \mathbb{M}) \\ \tilde{\gamma}(0)=\tilde{\gamma}(1)=\tilde{\mathbf{q}}}}{\arg \min }\left\{\int_{0}^{1} Q_{\mathbf{z}}\left(\tilde{\gamma}, \tilde{\gamma}^{\prime}\right) d u ; \gamma \in \Xi_{\mathbf{z}}\right\} \tag{39}
\end{equation*}
$$

and

$$
\tilde{\mathcal{G}}_{\mathbf{b}, \mathbf{a}}=\underset{\substack{\tilde{\gamma}=(\gamma, \varphi) \in \operatorname{Lip}([0,1], \mathbb{M}) \\ \tilde{\gamma}(0)=\tilde{\mathbf{b}}, \tilde{\gamma}(1)=\tilde{\mathbf{a}}}}{\arg \min }\left\{\int_{0}^{1} Q_{\mathbf{z}}\left(\tilde{\gamma}, \tilde{\gamma}^{\prime}\right) d u ; \gamma \in \Upsilon_{\mathbf{z}}\right\}
$$

When applying the curvature-penalized geodesic paths for the proposed dual-cut scheme, the sampled point $\mathbf{q}$, used in the first step, is lifted to $\tilde{\mathbf{q}}=\left(\mathbf{q}, \theta_{\mathbf{q}}\right)$ such that

$$
\theta_{\mathbf{q}}=\underset{\theta \in(0, \pi)}{\arg \min } \mathcal{P}(\mathbf{q}, \theta)
$$

In the second step, the intersection points $\mathbf{a}$ and $\mathbf{b}$ are detected using the physical projection $\mathcal{G}_{\mathbf{q}}$ of the orientationlifted geodesic path $\tilde{\mathcal{G}}_{\mathbf{q}}=\left(\mathcal{G}_{\mathbf{q}}, \varphi_{\mathbf{q}}\right)$, see Eq. (39). Again, in order to generate the orientation-lifted geodesic path $\tilde{\mathcal{G}}_{\mathbf{b}, \mathbf{a}}$, one should respectively lift $\mathbf{a}$ and $\mathbf{b}$ to $\tilde{\mathbf{a}}=\left(\mathbf{a}, \theta_{\mathbf{a}}\right)$ and $\tilde{\mathbf{b}}=\left(\mathbf{b}, \theta_{\mathbf{b}}\right)$

$$
\theta_{\mathbf{a}}=\underset{\theta \in(-\pi, 0)}{\arg \min } \mathcal{P}(\mathbf{a}, \theta), \quad \theta_{\mathbf{b}}=\underset{\theta \in(-\pi, 0)}{\arg \min } \mathcal{P}(\mathbf{b}, \theta)
$$

Note that the detection of the orientations $\theta_{\mathbf{q}}, \theta_{\mathbf{a}}$ and $\theta_{\mathbf{b}}$ coincides with the assumption that the curves $\mathcal{G}_{\mathbf{q}}$ and $\mathcal{C}$ are parameterized in a counter-clockwise order.

## C. Extending User Intervention from a Point to Scribbles

In the dual-cut closed curve detection scheme as introduced in Section IV-B, the user input is supposed to be a single point used to locate the target region. As in many interactive image segmentation approaches [1], [2], [52], scribbles often serve as seeds to provide constraint for image segmentation. In this section, we present a method to add user-provided scribbles to the proposed dual-cut model.

In the basic setting of the proposed model, a scribble $\mathcal{S}$ can be modeled as a continuous curve line placed in the image domain $\Omega$. The scribbles considered can be classified into two categories. The first one serves as foreground seeds to locate the regions we attempt to search for (see Fig. 4a for an example), from which one can sample the landmark point $\mathbf{z} \in \mathcal{S}$. In addition, the target curves $\mathcal{G}$ defined in Eq. (37) are supposed to surround the scribbles $\mathcal{S}$. In practice, the scribbles $\mathcal{S}$ are used to stop the fast marching fronts to pass through it. The initial shape $R_{0}$ can be constructed by Eq. (33), where the associated geodesic distance map $\mathcal{U}_{\mathcal{S}}$ satisfies the isotropic Eikonal PDE with respect to $\phi$, as used in Eq. (31).

In some complicated scenarios, favorable segmentations may require more user intervention, in addition to the scribbles tagged as foreground. In Fig. 4b, one can see that the segmentation contour can accurately delineate most of the target boundaries except for a high concave part, where the close-up view for this part is depicted in Fig. 4c. In order to overcome this problem, we consider the second type of scribbles which serves as barricades to prevent the geodesic paths from crossing them. Furthermore, no label is assigned to the second type of scribbles. We illustrate the segmentation result using the second type of scribbles in Figs. 4e and 4f.

## D. Numerical Implementation

In Section IV-B, we have introduced the dual-cut scheme for extracting closed curves. A crucial ingredient is to track two geodesic paths using the sets $\Xi_{\mathbf{z}}$ and $\Upsilon_{\mathbf{z}}$. In this section, we show that these geodesic paths can be efficiently generated by an adaption of state-of-the-art Hamiltonian Fast Marching method (HFM). We first consider the numerical implementation in the 2D domain, which can be simply extended to the orientation-lifted case.

The HFM method is based on the reformulation of the Eikonal equation (4)

$$
\begin{equation*}
\mathcal{H}\left(\mathbf{x}, \nabla \mathcal{U}_{\mathbf{s}}(\mathbf{x})\right)=\frac{1}{2}, \forall \mathbf{x} \in \Omega \backslash\{\mathbf{s}\} \tag{41}
\end{equation*}
$$



Fig. 4. Image segmentation derived from the proposed model using scribbles. (a) User-provided scribbles indicated by a green line. b Image segmentation contour indicated by a blue line. (c) Close-up view of the segmentation contour in Figure (b). (d) An additional scribble (white line) used as a barricade. (e) Image segmentation contour constrained by all the scribbles. (f) Close-up view of the segmentation contour in Figure (e)


Fig. 5. Influence of the implicit region-based homogeneity features on the final segmentation contours. (b) and (c) Segmentations from the CombPaths and VCGeo models, respectively. (d) and (e) Segmentation results derived from the proposed DualCut-Asy and DualCut-RSF models, respectively

```
Algorithm 1 FAST MARCHING METHOD
Input: A source point \(\mathbf{s}\) and a set \(\Im_{\text {end }}\);
Output: Geodesic distance map \(\mathcal{U}_{\mathbf{s}}\);
Initialization:
    - Set \(\mathcal{U}_{\mathbf{s}}(\mathbf{s}) \leftarrow 0\) and set \(\mathcal{U}_{\mathbf{s}}(\mathbf{x}) \leftarrow \infty, \forall \mathbf{x} \in \mathbb{Z}^{n} \backslash\{\mathbf{s}\}\).
    - Set \(\mathcal{V}(\mathbf{x}) \leftarrow\) Trial, \(\forall \mathbf{x} \in \mathbb{Z}^{n}\).
    - Set \(\mathbf{x}_{\text {min }} \leftarrow \mathbf{s}\) and StoppingFlag \(\leftarrow\) FALSE.
Main Loops:
    while StoppingFLAG \(\neq\) TRUE do
        Find \(\mathbf{x}_{\text {min }}\) minimizing \(\mathcal{U}_{\mathbf{s}}\) among all Trial points;
        \(\mathcal{V}\left(\mathbf{x}_{\text {min }}\right) \leftarrow\) Accepted;
        if \(\mathbf{x}_{\text {min }} \in \Im_{\text {end }}\) then
            Set StoppingFlag \(\leftarrow\) TRUE.
        end if
        for all \(\mathrm{x}_{\mathrm{n}}\) s.t. \(\mathcal{V}\left(\mathrm{x}_{\mathrm{n}}\right)=\) Trial and \(\mathrm{x}_{\text {min }} \in \Lambda\left(\mathrm{x}_{\mathrm{n}}\right)\) do
            if \(\operatorname{AdmisSIbLENEIGH}\left(\mathbf{x}_{\text {min }}, \mathbf{x}_{\mathrm{n}}\right)=\) TRUE then
                    Update the value \(\left.\mathcal{U}_{\mathrm{s}} \mathrm{x}_{\mathrm{n}}\right)\) by solving the upwind
    discretization of the Eikonal PDE (41).
            else
                    \(\mathcal{U}_{\mathbf{s}}\left(\mathrm{x}_{\mathrm{n}}\right) \leftarrow+\infty ;\)
            end if
        end for
    end while
```

with $\mathcal{U}_{\mathbf{s}}(\mathbf{s})=0$ as the boundary condition, where $\mathcal{H}$ is the

Hamiltonian with respect to the metric $\mathcal{F}$, defined as

$$
\mathcal{H}(\mathbf{x}, \mathbf{v})=\sup _{\mathbf{u} \in \mathbb{R}^{2}}\left\{\langle\mathbf{u}, \mathbf{v}\rangle-\frac{1}{2} \mathcal{F}(\mathbf{x}, \mathbf{u})^{2}\right\}
$$

The first stage for tracking the geodesic paths $\mathcal{G}_{\mathbf{q}}$ and $\mathcal{G}_{\mathbf{b}, \mathbf{a}}$ respectively defined in Eqs. (34) and (39) is implemented by estimating geodesic distance maps. In the HFM method, the estimation of these distance maps is performed in a regular grid $\mathbb{M}_{h}$ with $h$ being the discretization scale. The update of distance values is implemented by solving a finite differences discretization of the Eikonal equation (41), based on the adaptive stencils $\Lambda$. For each grid point $\mathbf{x} \in \mathbb{M}_{h}$, the stencil $\Lambda(\mathbf{x})$ is made up of a finite number of offsets $\mathbf{e}_{j} \in \mathbb{Z}^{2}$ with integer coordinates, which are constructed using a discrete geometry tool of Voronoi's first reduction of quadratic forms [54], [56].

The constraints used to define the sets $\Xi_{\mathbf{z}}$ and $\Upsilon_{\mathbf{z}}$ are respectively introduced by the axes $\ell_{\mathbf{z}}^{+}$and $\ell_{\mathbf{z}}^{-}$, which can be incorporated into the HFM by removing unsatisfactory offsets from some stencils $\Lambda(\mathbf{x})$. Denote by $\mathbf{y}_{j}=\mathbf{x}+h \mathbf{e}_{j} \in$ $\mathbb{M}_{h}, \forall \mathbf{e}_{j} \in \Lambda(\mathbf{x})$ the neighbourhood points of a grid point $\mathbf{x} \in \mathbb{M}_{h}$. When computing the geodesic curve $\mathcal{G}_{\mathbf{q}}$ in the first step (resp. the geodesic curve $\mathcal{G}_{\mathbf{b}, \mathbf{a}}$ in the second step), we consider the following two conditions:
(i) If $\mathbf{x} \notin \ell_{\mathbf{z}}^{+} \cap \mathbb{M}_{h}$ (resp. $\mathbf{x} \notin \ell_{\mathbf{z}}^{-}$) and the segment $\left[\mathbf{x}, \mathbf{y}_{i}\right]$ intersects with $\ell_{\mathbf{z}}^{+}$(resp. with $\ell_{\mathbf{z}}^{-}$).
(ii) If $\mathbf{x} \in \ell_{\mathbf{z}}^{+} \cap \mathbb{M}_{h}$ (resp. $\mathbf{x} \in \ell_{\mathbf{z}}^{-}$) and the scalar product $\left\langle\mathbf{y}_{j}-\mathbf{x},(0,1)^{T}\right\rangle<0\left(\right.$ resp. $\left.\left\langle\mathbf{y}_{j}-\mathbf{x},(0,-1)^{T}\right\rangle<0\right)$.


Fig. 6. Qualitative comparison results with the CVF model, the VCGeo model and the CombPaths model. The segmentation contours are indicated by red lines. The while in column 1 are initial contours for the CVF model. The cyan dots in columns 2 and 4 indicate the user-provided points for the VCGeo and DualCut-Asy models. The yellow dots are the input points for the CombPaths model

The offsets $\mathbf{e}_{j}$ will be removed from the stencil $\Lambda(\mathbf{x})$ if they satisfy either condition.

Specifically, in the first step of the dual-cut scheme, we estimate a geodesic distance map $\mathcal{U}_{\mathrm{q}}$, which satisfies the Eikonal PDE (41). This is done by the HFM using the constrains related to $\ell_{\mathrm{z}}^{+}$, as formulated in Points (i) and (ii). While in the second step, likewise the distance map $\mathcal{U}_{\mathbf{q}}$, we estimate a geodesic distance map $\mathcal{U}_{\mathbf{b}}$ by the HFM with stencils following the constraints as stated in Points (i) and (ii) with respect to $\ell_{\mathbf{z}}^{-}$. In this step, we further take into account the set $A$ in addition to the conditions above, such that an offset $\mathbf{e}_{j}$ should be eliminated from the stencil $\Lambda(\mathrm{x})$ if the grid point $\mathbf{x}+h \mathbf{e}_{j} \in A$. Based on the geodesic distance maps $\mathcal{U}_{\mathbf{q}}$ and $\mathcal{U}_{\mathbf{b}}$, one can respectively obtain the geodesic paths $\mathcal{G}_{\mathbf{q}}$ and $\mathcal{G}_{\mathbf{b}, \mathbf{a}}$, by solving the gradient descent ODEs (5). We illustrate the
geodesic distance maps superimposed on the original image in Figs. 3f and 3 h , which are respectively generated in the first and second step of the proposed dual-cut scheme. In order to reduce the computation time, the HFM will be terminated once an end point $\mathrm{x} \in \Im_{\text {end }}$ is reached by the fast marching fronts. In the first step of the proposed dual-cut model, the set $\Im_{\text {end }}:=\left\{\mathbf{y} \in \mathbb{M}_{h} ;\|\mathbf{y}-\mathbf{q}\| \leq \sqrt{2} h,\left\langle\mathbf{y}-\mathbf{q},(0,-1)^{T}\right\rangle>0\right\}$. While in the second step, we use $\Im_{\text {end }}:=\left\{\mathbf{y} \in \mathbb{M}_{h} ;\|\mathbf{y}-\mathbf{a}\| \leq\right.$ $\left.\sqrt{2} h,\left\langle\mathbf{y}-\mathbf{a},(0,1)^{T}\right\rangle>0\right\}$. The main algorithm for estimating geodesic distance maps can be seen in Algorithm 1. In this algorithm, the value of $\operatorname{AdMISSIbLENEIGH}\left(\mathbf{x}, \mathbf{y}_{j}\right)$ is false if the offset $\mathbf{e}_{j}$ should be removed from the stencil $\Lambda(\mathbf{x})$.

Finally, with respect to the curvature-penalized metrics, each offset $\tilde{\mathbf{e}}_{j}=\left(\mathbf{e}_{j}, e_{j}^{\theta}\right) \in \mathbb{Z}^{3}$ yields a neighbourhood point $\tilde{\mathbf{y}}_{j}=$ $\left(\mathbf{y}_{j}, \theta_{j}\right)=\tilde{\mathbf{x}}+h \tilde{\mathbf{e}}_{j}$. In this case, Points (i) and (ii) are checked


Fig. 7. (a) The blue dots indicate a set of sampled points, each of which serves as the landmark point $\mathbf{z}$. (b) The scribbles of the second type which serve as obstacles. (c) Box plots of the Jaccard score values associated to the points shown in figure (a) for different models
using $\mathbf{e}_{j}$ and the test associated to the set $A$ is examined using the physical position $\mathbf{y}_{j}$.

## V. Experimental Results

In this section, we conduct the qualitative and quantitive comparison experiments with the vector field convolution (VFC) active contour model [69], a variant of the circular geodesic model (VCGeo), and the combination of paths (CombPaths) model [45]. The brief introduction for the VCGeo model is presented in Appendix A. Finally, we use the abbreviation of DualCut-Asy (resp. DualCut-RSF) to represent the proposed dual-cut model with a spatial asymmetric quadratic metric (resp. Reeds-Shepp Forward metric).

In this section, the quantitative evaluation is carried out by the Jaccard score, which measures the overlap between a segmented region $\mathbb{S}$ and the ground truth region $G T$

$$
J(\mathbb{S}, G T)=\frac{\#|\mathbb{S} \cap G T|}{\#|\mathbb{S} \cup G T|}
$$

where $\#|\mathbb{S}|$ denotes the number of grid points involved in $\mathbb{S}$.

## A. Parameter setting

In the proposed dual-cut model, the considered metrics $Q_{\mathbf{z}}$, as defined in Eqs. (12), are comprised of two components: the scalar-valued function $\psi_{\mathbf{z}}$ that implicitly encodes the regionbased homogeneity features and the Finsler metrics $\mathcal{F}$. The
parameter $\mu$ for $\psi_{\mathbf{z}}$ controls the importance of the regional information. If the region-based homogeneity terms used are suitable for the image data, one can assign large values to $\mu$ and small values, otherwise. Typically, we found that $\mu=0.1$ or $\mu=0.2$ can generate favorable segmentation results. For an asymmetric quadratic metric $\mathcal{F}^{\mathrm{AQ}}$ defined in Eq. (21), we should build the tensor field $\mathcal{M}$ and the vector field $\omega$ relying on the parameters $\alpha$ and $\lambda$, respectively. The values of $\alpha$ dominate the importance of the edge-based features and we found that satisfactory segmentations can be obtained for $\alpha \in[5,8]$. We invoke $\alpha=7$ and $|\lambda|=2$ unless otherwise specified. Note that the values $\operatorname{Sign}(\lambda)$ are set in terms of the image gradients coherence prior and depend on the image data. In the following experiments, we take the Reeds-Sheep forward metric as the instance of the curvaturepenalized metrics. In this case, the value of $\alpha=5$ is used for computing the orientation-dependent function $\mathcal{P}$, see Eq. (29). The parameter $\beta$ is a weighting parameter for the curvature term, see Eq. (27). In principle, $\beta$ should be tuned for each individual image.

Finally, when applying the curvature-penalized metrics for the proposed model, we set the discretization resolution of the orientation dimension to be 60 .
Initialization for the considered models. The input of the proposed dual-cut model can be a landmark point $\mathbf{z}$ or a scribble $\mathcal{S}$ inside the target region. In the following experiments, we exploit the point-based user input for the proposed model, unless otherwise noted. We make use of the point $\mathbf{z}$ to initialize the VCGeo model for all the experiments. In addition, the initial contour for the VFC model is set as a circle centred at $\mathbf{z}$ with a given radius. Finally, for the CombPaths model, we extract four control points clockwisely distributed along the ground truth boundary of interest. These points are sampled by taking $\mathbf{z}$ as the origin of the image domain as before. Then the first control point is the intersection point between the positive $x$-axis and the ground truth boundary. Likewise to the first one, the second to the fourth points are detected respectively using the negative $y$-axis, the negative $x$-axis and the positive $y$-axis.

## B. Comparison Results

One of the crucial contributions of the proposed dual-cut segmentation model lies at the introduction of the implicit region-based homogeneity information to guide the computation of geodesic paths. In contrast, the geodesic paths in both of the CombPaths and VCGeo models are dependent only on the edge-based features, which may yield bias toward the boundary segments of strong visibility, regardless of their Euclidean length. In Fig. 5, we illustrate the effect from the region-based homogeneity terms in paths-based segmentation applications. In this test, the synthetic image used consists of two disjoint regions over the background. The region of interest lying at the bottom half of the image domain has highest gray levels. In Figs. 5b and 5c, the segmentation contours, as indicated by red lines, are generated from the CombPaths and VCGeo models, respectively. One can point out that each of these segmentation contours combines a boundary segment not belonging to the target. In Figs. 5d and 5e, the contours


Fig. 8. Qualitative comparison results with the CVF model, the VCGeo model and the CombPaths model, evaluated on images interrupted by different noises. The red lines indicate the final segmentation contours. The blue sold lines in column 1 are the initial curves for the CVF model. The blue dots in columns 2 and 4 represent the landmark point $\mathbf{z}$ for the VCGeo model and the proposed DualCut-RSF model, and the yellow dots in column 3 are the input points for the CombPaths model
are generated using the proposed DualCut-Asy and DualCutRSF models. One can see that integrating the region-based homogeneity features with the image gradients coherence prior and the curvature regularization indeed can accurately capture the desired target region, as depicted in Figs. 5d and 5e.

In Fig. 6, we demonstrate the qualitative results for the CVF model, the VCGeo model, the CombPaths model and the DualCut-Asy model on real images sampled from the Grabcut dataset [70] and the Weizmann dataset [71]. In this experiment, the segmentation contours of each evaluated model are denoted by red lines. The white lines in row 2 represent the initial curves for CVF model. The blue (resp. yellow) dots in rows 2 and 4 (resp. row 3) are the input points for the VCGeo model and the proposed DualCut-Asy model (resp. the CombPaths model), respectively. From Fig. 6, we can see that most of the segmentation contours derived from the CVF, VCGeo and CombPaths models suffer from the shortcut problems, as depicted in rows 1 to 3 . In other words, most of these segmentation contours pass through the interior of the target regions. The DualCut-Asy model in conjunction with the implicit region-based homogeneity features is able to reduce the risk for the segmentation curves being trapped into unexpected local minima, as shown in row 4 . Note that for the proposed DualCut-Asy model, we exploit the piecewise constants-based homogeneity term to derive $\psi_{\mathbf{z}}$ for the test images in the first two rows and the Bhattacharyya coefficients for the images in rows 3 to 5 .

In Fig. 7, we demonstrate the advantages of using the performance of the proposed DualCut-Asy model on an image with complicated foreground, when exploiting scribbles as
input. For this purpose, we first sample 20 seed points from the interior of the ground truth region, as indicated by the cyan dots in Fig. 7a. From each seed point, we perform the front propagation associated to a potential with constant value 1 inside the eroded ground truth region and $\infty$, otherwise. A farthest point is a point which has the highest distance value among all the boundary points of the eroded ground truth region. From this farthest point, one can track a shortest path linking to the corresponding seed. The scribbles of the second type are provided manually, as depicted by the white lines in Fig. 7c. With these setting, we perform 20 runs for all the evaluated models such that each seed point is taken as the landmark point to set up the respective models. Note that in each test, we use the scribble of both types for the VCGeo model and the DualCut-Asy model. The statistics for the corresponding segmentation results are illustrated in Fig. 7c. From the box plots, we can see that the DualCut-Asy model achieves the best performance in the sense of Jaccard scores, due to the benefits from both of the region-based homogeneity enhancement and image gradients coherence property. Even through with the same scribbles during geodesic paths estimation, the segmentation results from the VCGeo model show lower accuracy than the proposed one. The segmentation results from the CombPaths model seem to be insensitive to the input. However, we still observe lower Jaccard scores comparing to the proposed DualCut-Asy model. The Jaccard scores for the CVF model illustrate that the segmentations from this model in most tests might be stuck in unexpected local minima. In this experiment, we use the Bhattacharyya coefficients for computing $\psi_{\mathbf{z}}$. The average computation time

TABLE I
Quantitative comparisons between the VCF model, the VCGeo model, the CombPaths model and the proposed Dualcut-RSF model in terms of the statistics of Jaccard scores over 20 runs per image. Images 1 to 3 are respectively shown from rows 1 to 3 of Fig. 8

| Images | CVF |  |  |  | VCGeo |  |  |  | CombPaths |  |  |  | DualCut-RSF |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | Max | Min | Std | Mean | Max | Min | Std | Mean | Max | Min | Std | Mean | Max | Min | Std |
| Image 1 | 0.13 | 0.22 | 0.09 | 0.04 | 0.59 | 0.83 | 0.10 | 0.29 | 0.80 | 0.96 | 0.66 | 0.09 | 0.96 | 0.96 | 0.93 | $\approx 0$ |
| Image 2 | 0.17 | 0.25 | 0.10 | 0.05 | 0.48 | 0.82 | 0.10 | 0.25 | 0.55 | 0.97 | 0.01 | 0.42 | 0.98 | 0.98 | 0.96 | $\approx 0$ |
| Image 3 | 0.16 | 0.23 | 0.10 | 0.04 | 0.54 | 0.98 | 0.23 | 0.30 | 0.83 | 0.98 | 0.32 | 0.24 | 0.98 | 0.99 | 0.96 | $\approx 0$ |



Fig. 9. Qualitative comparison results on CT images with the CVF model, the VCGeo model and the CombPaths model. In column 1 , we illustrate the ground truth regions. The red lines in columns 2 to 4 denote the segmentation contours derived from each model
of the DualCut-Asy model is around 1 second involving the computation of the velocity $\xi$, the construction of the metrics and the computation of geodesic distances, where the test image involves $480 \times 640$ grid points.

The curvature regularization may lead to smooth geodesic paths. This property is very effective in scenarios of segmenting images with strong noise levels. We show the comparison results on three images interrupted by different noises, as depicted in Fig. 8. Moreover, in Table I, we illustrate the statistics of the Jaccard scores with respect to different image segmentation approaches over 20 runs per image, using a set of sampled points distributed inside the regions of interest. In this experiment, the piecewise constants-based homogeneity term is used for building $\psi_{\mathbf{z}}$. The results illustrated in this table indeed show that the proposed DualCut-RSF model are able to capture favorable segmentations in the presence of strong noises. For the images in the rows 2 and 3 , the computation time of the proposed DualCut-RSF model is around 8 seconds where the resolution of the grid $\mathbb{M}_{h}$ is $450 \times 600 \times 60$.

In Fig. 9, we perform the qualitative comparison on three CT images, for which the image gradients coherence property is satisfied along most parts of the objective boundaries. In this experiment, one can observe that the CVF model fails to segment the whole object regions. Moreover, the CombPaths model is capable of roughly capturing the boundaries of interest as depicted in rows 1 to 3 . In rows 2 and 3, we observe leakage problems for the VCGeo model, where a portion of these segmentation contour pass through the background region. In contrast, the proposed DualCut-Asy model is able to find favorable segmentations in all CT images, due to the benefits from the regional homogeneity features derived using piecewise constants-based term in this experiment, and from the use of the image gradients coherence prior. Finally, we present the quantitative comparison results over 86 CT images [9] in terms of Jaccard scores. Each test CT image is artificially interrupted by Gaussian white noise with mean 0 and normalized variance 0.05 . We sample 20 points for each image from the corresponding eroded ground truth region.


Fig. 10. Box plots of the average Jaccard scores of 20 runs per image over a set of 86 CT images. Note that each test image is artificially interrupted by additive Gaussian noises

Each sampled point is taken as the landmark point $\mathbf{z}$ to initialize the evaluated models. The box plots of the mean Jaccard scores over 20 runs are illustrated in Fig. 10. In each test, two and four points lying at the ground truth boundary are exploit to set up the VCGeo model and the CombPaths model. One can see that the proposed DualCut-Asy model indeed outperforms the compared models, even through the VCGeo model and the CombPaths model make use of more reliable user intervention.
Discussion on future work. In summary, the proposed geodesic paths-based model requires a point $\mathbf{z}$ to set up the initialization. In this work, we assume that the point $\mathbf{z}$ is provided by user, yielding an efficient and accurate interactive segmentation algorithm. In the future, the research work can be devoted to the integration with learning-based approaches. A possible way is to exploit the saliency objection detection models [72][75] to predict the position of $\mathbf{z}$ and also to take the saliency maps as auxiliary image features. In addition, we plan to take into account the shape priors of convexity and star-convexity for the computation of geodesic paths.

## VI. Conclusion

In this paper, an efficient geodesic paths-based model is introduced for interactive image segmentation under the Eikonal PDE framework. We show the possibility of implicitly incorporating a great variety of region-based homogeneity information into the construction of local geodesic metrics. The implicit representation of the region-based features is carried out by a scalar-valued function, which is used the weight for a Finsler geodesic metric. As a consequence, either the image gradients coherence prior or the curvature regularization can be taken into account for tracking geodesic paths. In addition, we also introduce a new dual-cut geodesic computation scheme for image segmentation using a landmark point inside the target region. Both of the qualitative and quantitive comparison results prove the advantages of the proposed model in interactive image segmentation.
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## Appendix

## A. The VCGeo Model

We consider a variant of the original circular geodesic model [38], named VCGeo model, as a baseline algorithm. This model is implemented by a disjoint paths concatenation scheme, where the final segmentation is a region involves a given point $\mathbf{z}$. We apply the anisotropic Riemannian metric $\mathcal{F}_{\mathbf{z}}^{\mathrm{R}}: \Omega \backslash\{\mathbf{z}\} \times \mathbb{R}^{2} \rightarrow \mathbb{R}_{0}^{+}$weighted by the balloon term for the VCGeo model

$$
\begin{equation*}
\mathcal{F}_{\mathbf{z}}^{\mathrm{R}}(\mathbf{x}, \mathbf{u})=\|\mathbf{x}-\mathbf{z}\|^{-1} \sqrt{\langle\mathbf{u}, \mathcal{M}(\mathbf{x}) \mathbf{u}\rangle}, \tag{42}
\end{equation*}
$$

where the tensor field $\mathcal{M}$ is defined in (22).
As in the proposed dual-cut model, the point $\mathbf{z}$ is instantiated as the origin of the image domain $\Omega$. Assume that $\mathcal{C}_{\mathrm{GT}}$ with $\mathcal{C}_{\mathrm{GT}}(0) \in \ell_{\mathbf{z}}^{-}$is a closed curve defined over the range $[0,1]$ that counter-clockwisely parameterizes the boundary of the ground truth region. In this case, one can sample the first and last intersection points between $\ell_{\mathbf{z}}^{+}$and $\mathcal{C}_{\mathrm{GT}}$, respectively denoted by $\mathcal{C}_{\mathrm{GT}}\left(u_{1}\right)=\mathbf{a}$ and $\mathcal{C}_{\mathrm{GT}}\left(u_{2}\right)=\mathbf{b}$ with $u_{1} \leq u_{2}$. In case $\mathbf{a} \neq \mathbf{b}$, the target closed curve $\mathcal{C}$ is taken as the concatenation of two geodesic paths $\mathcal{G}_{\mathbf{b}, \mathbf{a}}^{-}$and $\mathcal{G}_{\mathbf{a}, \mathbf{b}}^{+}$using Eq. (38). The first geodesic path $\mathcal{G}_{\mathbf{b}, \mathbf{a}}^{-}$linking from $\mathbf{b}$ to $\mathbf{a}$ is tracked using the HFM method, where the offsets $\mathbf{e}_{j}$ are removed from the stencil $\Lambda(\mathbf{x})$ if they satisfy the Points (i) and (ii) with respect to $\ell_{\mathbf{z}}^{+}$, see Section IV-D. Likewise the computation of $\mathcal{G}_{\mathbf{b}, \mathbf{a}}^{-}$, the second geodesic path $\mathcal{G}_{\mathbf{a}, \mathbf{b}}^{+}$is generated by the HFM method using the constrained stencils with respect to $\ell_{\mathbf{z}}^{-}$. Finally, in case $\mathbf{a}=\mathbf{b}$, we set the final curve as $\mathcal{C}=\mathcal{G}_{\mathbf{b}, \mathbf{a}}^{-}$.
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